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Eg. 1. Average Birth weight of babies is lower in anaemic

. || -

mo’rhers ’rhdn on-anaemic

2. Smokers are at higher risk of developing lung cancer than

non-smokers.
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* Two assumptions /hypotheses are made to draw the
inference from sample statistics/value.
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3. Determine p value (k ng appropriate tests of significance)

=
[ 4. Draw conclusion on the basis of P value.
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® Test in which poj | ean, SD, variance) are

=5
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used. Data do not follow any specific distribution. No

®
® In non-parametric tests, no constant of a population is
@

/> assumptions are made in non-parametric tests
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Distributed Uz
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Outcome |
Independent variable Repeated

More than 2 No °f. 2 Repeated More Repeated
Jroups ' gro‘fps n Groups than 2 times 2 times
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*It we plot trequency | ole and histogram with
‘ - :
«all the sample mean values we get a smoo bell shaped

curve with normo

®* Mean of these sample means corresponds to population

mean. Dispersion of the sample means around the

vopulation mean is measured by standard error (SE).
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® Probability ot getting extfreme as or more
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- extreme than the one observed when the null hypothesis is

c
frue. p— '
o ®Probability is relative frequency of occurence of an event.
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® the probability of getting a value above or below
meanXt3SD is only 1%.
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729 — 2SE limits. The

probability ot value vithin these range is 05%. The
[_DI‘ObCI Ity ot values being higher or lowe than this range

is 5%. These limits are called
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®* To test the signifit

ance of difference between means of

small samples.

® Level of significance or P value is determined by using ‘t’

table.



® Quantitative

tributed variable

s

®*Sample size <30

®* Normally ¢
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®* More 1'hC| E @FMPS INn INC epen

® Groups should have equal variances

¢
@
/)‘ Outcome variable is normally distributed.
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